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Executive Summary

We document the results of a randomized, controlled trial that examined policies to improve functioning of School Management Committees in rural, government primary schools in Uganda. The trial evaluated the impacts of two variations on a school monitoring scorecard, each of which was collected on a termly basis by School Management Committee (SMC) members. These treatments were designed to provide evidence not only on specific policy options for fostering ‘bottom-up’ accountability (World Bank 2004), but also to illuminate the importance of a participatory mechanism to achieve these effects.

Schools in the first treatment arm received training and support in a standardized scorecard, which incorporated best practices for simple indicators of pupil and teacher performance, teaching materials and facilities, and school governance. Schools in the second treatment arm received training in a participatory scorecard, which provided a forum for SMC members to develop indicators of dimensions of school performance that they valued themselves. Training was provided by Centre Coordinating Tutors, who form part of the government educational staff resident in the study districts, and was overseen by SNV and World Vision, working together with EPRC and Oxford staff.

Impacts of these alternative scorecard treatments were estimated using a sample of 100 schools from districts in each of Uganda’s four regions: Apac, Hoima, Iganga, and Kiboga. To allow estimation of causal effects of the program, schools were randomly assigned to the standardized scorecard (30 schools), the participatory scorecard (30 schools), or control (40 schools). Randomization was stratified at sub-county level. The experimental procedure ensures that selective placement does not bias estimates program impact (see, e.g., Glewwe, Kremer, Moulin and Zitzewitz (2004)). Pupil and teacher absenteeism were measured at follow-up by use of unannounced visits to schools. Learning outcomes were measured by testing authorities from the Uganda National Examinations Board, who administered tests from the National Assessment for Progress in Education to a representative sample of pupils at baseline and follow-up.

Results show statistically and economically significant effects of the participatory design scorecard, across a range of outcomes. The participatory
design scorecard reduced pupil and teacher absenteeism by and 8.9 and 13.2 percent, respectively. The participatory scorecard had a commensurate impact on pupil test scores of approximately 0.19 standard deviations; such an impact would increase a pupil from the 50th percentile to the 58th percentile of the distribution. Impacts of the standardized scorecard on these outcome measures smaller and statistically indistinguishable from zero. Neither scorecard has a statistically significant impact on dropout rates or firing of teachers.

These results suggest that the participatory design component of community-monitoring interventions may be important to their success. Delegation of this process appears to have fostered a stronger sense of ownership among school stakeholders. Given its low costs, such a participatory approach to community-based monitoring is a promising policy intervention for improving quality in UPE schools.
1 Introduction

Since the advent of Universal Primary Education in Uganda in 1997, there have been substantial gains in primary education. Enrollment gains have been the most notable. Using nationally representative data,\(^1\) Deininger (2003) shows that the fraction of children aged 6–12 attending primary school increased from 49 percent in 1992 to 73.5 in 1999. These correspond to an increase from 3 million to more than 5 million pupils enrolled in the first year of UPE alone, according to official beginning-of-year enrollment statistics. Deininger (2003) shows that these enrollment and attendance gains have been particularly strong among girls and among poorer households. While this rapid rate of increase in enrollment poses a natural challenge for physical resources in schools, the government of Uganda has responded by more than doubling the number of primary school teachers, and adding a further 88,000 classrooms in the 1996–2003 period alone (Kasirye 2009).

In spite of these achievements, substantial challenges remain. This can be seen in pupil learning outcomes: according to the SACMEQ study of educational quality in Southern and Eastern Africa, Ugandan pupils in primary six lag behind average learning levels in these countries, including neighboring Tanzania and Kenya (Byamugisha and Ssenabulya 2005). Low performance levels are particularly acute in rural areas. One possible explanation for performance problems going challenges can also be seen in rates of teacher absenteeism. Using unannounced visits to measure teacher absenteeism, Chaudhury and coauthors find a teacher absenteeism rate of 19 percent in Ugandan primary schools (Chaudhury, Hammer, Kremer, Muralidharan and Rogers 2006). Such problems appear symptomatic of a failure of management and, in turn, accountability.

Policy interventions that seek to strengthen accountability can be thought of as operating through one of two channels (World Bank 2004). Under the ‘long route’ of accountability, citizens hold schools to account through political processes (e.g., voting), and government (both national and sub-national) manages these providers. The ‘short route’, by contrast, is direct: citizens may hold schools to account through direct interaction with the school. Parent-Teacher Associations (PTAs) and School Management Committees

(SMCs) provide an institutional forum for this direct form of accountability. Potential strengths of the short route of accountability are several: the beneficiaries of a particular service have the strongest incentive to improve its performance, and they may also have the best access to information about the actual performance of service providers.

Existing institutions of school management seem limited in their practical capacity to address these problems. Chaudhury and coauthors (2006) find no relationship between the frequency of parent-teacher association meetings and teacher attendance in Uganda. Baseline data collected for the present project suggest that parental participation in PTA meetings and other school activities is limited in scope, particularly outside of individuals holding positions of responsibility in the community (Kasirye 2010), while SMC members’ attendance at meetings is uneven, with some key responsibilities—such as the co-signing of school accounts by the SMC Chair—seldom practiced (Guloba and Nyankori 2010).

Policymakers have intervened to strengthen the short route of accountability in various ways. One approach is to provide financial or other discretionary resources to local managers, which they can use to incentivize service providers. The track record of such interventions is mixed, although there is strong evidence that technocratic implementation of monetary incentives can improve effort by service providers (Duflo and Hanna 2006).

An alternative approach has focused on training clients in the monitoring of service providers—what Bruns, Filmer and Patrinos (2011) call a “information-for-accountability” approach. An example of this is the use of ‘scorecards’ to monitor the performance of service providers. In the health sector in Uganda, for example, Björkman and Svensson (2009) conduct a randomized, controlled trial, which demonstrates that the use of a ‘citizen report card’ to monitor primary health care providers can improve performance, resulting in (among other things) a 1.7 percentage point reduction in child mortality. Similar approaches have recently been employed in other countries and sectors, including in education.

While School Management Committees with hiring and firing powers were effective in raising the performance of contract teachers in one experiment in Kenya (Duflo, Dupas and Kremer 2009), experiments that gave discretionary resources to head teachers (Chen, Glewe, Kremer and Moulin 2001) or to School Management Committees (de Laat, Kremer and Vermeersch 2008) for incentivizing regular teachers had no effect on outcomes such as teacher absence.
In practice, recent intervention-for-accountability interventions in education have been varied in both design and results (see Bruns, Filmer and Patrinos (2011) for an overview). In a randomized, controlled trials in Madagascar, Lassibile and coauthors (2010) find impacts on school practices and pupil attendance and repetition from a bundled intervention that includes changes in school workflow as well as information, but no effects on teacher absence or pupil learning. In India, Muralidharan and Sundararaman (2010) evaluate the provision of professional diagnostic feedback, and again find changes in measured teacher behavior (during classroom observations) but no impact on student learning. Banerjee and coauthors (2008) find no effect of either providing information to village education committees or of training school committees to gather information themselves on learning outcomes. Pandey and coauthors (2008) find that an information campaign that merely told communities about their responsibilities in school management had highly heterogeneous effects across states. And in Liberia, an information-only intervention that publicized reading assessment results and taught teachers to prepare quarterly report cards had only negligible effects (Piper and Korda 2010). Taking a different approach, Andrabi and coauthors (2009) find that providing information on relative performance to an entire educational market can cause bad schools to either improve or shut down.

Given this mixed evidence for the success of information-for-accountability, and the variety of policy designs piloted, comparatively little is known about two important and related issues:

1. How is the effectiveness of a community-monitoring intervention determined by design features of that intervention?

2. Through what mechanism do community-monitoring interventions work: by providing information, or by directly motivating stakeholders to contribute to the performance of the school?

The present project sheds some light on these questions. To do so, two variants on a school scorecard monitoring program were piloted and evaluated. In the first of these treatments, SMC members were trained in the use of a standardized scorecard, which was designed to reflect best practices of the MoES, NGO partners, and experiences of other countries and sectors. In the second of these treatments, SMC members received the same training
in monitoring principles, but were given the freedom to design their own scorecards—what we call herein the *participatory scorecard* approach. In both cases, SMC members collected data on the outcomes enumerated in the scorecard on a termly basis, and used these to set targets and plans for improvement. These interventions are described in detail in Section 2.

To test the efficacy of these interventions, this project implemented a randomized, controlled trial in 100 rural, primary schools. Schools in the sample were randomly assigned to one of three treatment arms: standardized scorecard (30 schools), participatory scorecard (30 schools), or control (60 schools). Schools assigned to the control group were included in the baseline and follow-up surveys, but did not receive any intervention; these form a basis for comparison. The use of randomized assignment of schools to treatment arms is essential to the credibility of the analysis. Successful randomization ensures that any observed differences in outcomes over the course of the trial are caused by the treatments themselves, since schools in all treatment arms will be comparable in terms of both observed and unobserved characteristics (Duflo, Glennerster and Kremer 2007). Details of the experimental design are provided in Section 3.

We document the implementation process, including the content of the participatory scorecards designed by SMC members, in Section 4. The analysis of treatment impacts presented in Section 5. Section 6 concludes.

2 School scorecard interventions

The actual interventions evaluated in this project represent two variations on the notion of a *school scorecard* for community-based monitoring. School scorecards as a monitoring tool are an increasingly popular approach to what Bruns and coauthors call ‘information-for-accountability’ reform strategies (Bruns et al. 2011). because information-only interventions involve ‘low stakes’ monitoring, they avoid some of the distortionary effects that have been observed in pay-for-performance schemes in education (Glewwe, Ilias and Kremer 2010). Although the content of these scorecard interventions varies, a common approach uses them as a vehicle to involve community members in the gathering of information about school performance.

There are at least two channels through which such interventions may impact school outcomes. First, the information that they inject may be used by
communities to hold schools to account, in a way that incentivizes improved performance. Even without the provision of external resources of explicit financial rewards, communities may be able to use nonpecuniary benefits and social pressure to translate information into stronger incentives for service providers. Alternatively, when they foster dialogue information interventions may facilitate coordination between service providers and communities (Björkman and Svensson 2010). If their efforts are complementary—for example, if teachers only find it worthwhile to teach when parents help pupils with homework, and vice-versa—then this coordinating effect can shift schools to a higher-performance equilibrium. Below, we describe two, related scorecard interventions that were designed to shed light on the mechanisms underlying successful information-for-accountability interventions.

2.1 Scorecard process

In an effort to isolate the coordinating effects of the participatory-design intervention, the process of scorecard implementation and practice was kept constant across the two treatment arms. This process involved two steps: first, selection and training of individuals to participate in the use of the scorecard, and second, the collection and discussion of scorecard data each term.

Selection and training of individuals to participate in the scorecard intervention was undertaken over the course of a three-day intervention in schools in October of 2009. These training meetings were led Centre Coordinating Tutors (CCTs), who are staff of the Ministry of Education stationed in the districts for the purpose of providing in situ training to teachers. On the first day, a general meeting of the SMC, staff, and PTA was called to explain the concept and to elect individuals to carry out the scorecard. To avoid the creation of parallel institutions, schools were strongly encouraged to nominate the existing members of the SMC unless there was an overriding reason not to do so. The scorecard committee consisted of a total of 11 individuals: three representatives each of teachers, parents, and management,\(^3\) plus the head teacher and a pupils’ representative (typically the guidance counselor

\(^3\)Management representatives could be chosen from either the District Education Office or other centrally appointed representative on the SMC, or members of the ‘foundation body’ of the school. Foundation bodies are typically either a local church or mosque, or the local council; they play a continuing role in the management of the school and are represented on the SMC.
for the school, whose job would include solicitation of direct feedback from pupils). One the remaining two days, these elected participants would receive training in the underlying principles and the practical steps of this information-for-accountability intervention (in the case of the participatory scorecard, they would also be involved in the design of the scorecard itself, as will be discussed below).

Once training was completed, the scorecard process was completed each term for the duration of the study. This process consisted of three steps. First, members of the scorecard committee would visit the school at least once during the term and complete their own copy of the scorecard. Second, at the end of the term, there would be a reconciliation process, in which scorecard committee members would meet, initially in small groups according to their roles, and subsequently as a whole, in order to agree upon a single set of scorecard results for the term and to discuss specific goals and means for improvement in relation to this information. These meetings were facilitated by the CCTs. Third, the results of this ‘consensus scorecard’ would be disseminated, by sending it to the District Education Office and by discussing it at the next PTA meeting.

2.2 Standard versus participatory scorecard

To test the importance of a participatory process as a means to coordinate expectations, we implemented two variants on the scorecard approach.

In schools allocated to the standard scorecard, we designed a scorecard over the course of a series of consultations with District and Ministry education officials, and project partners from the Netherlands Development Organisation (SNV) and World Vision and was piloted in schools outside of the study sample. This scorecard, which is presented in Appendix Figure A.2, incorporates aspects of a range of existing monitoring tools, including those used by the District Inspectorate and as part of school-accountability programs run by SNV. The standard scorecard contains questions on themes of pupils’ involvement, provision for teachers, teacher presence and activities, materials and facilities, school finances, community involvement, health and wellbeing, and security and discipline. Under each theme, members of the SMC are provided with both quantitative indicators and a five-point

\footnote{Note that scorecards were translated into local languages for use in schools. Only the English prototype is presented here.}
scale to register their satisfaction with progress relative to the goals of the community.

By contrast, in schools allocated to the participatory scorecard, SMC members received the same training in the principles of monitoring and the development of objectives and indicators of progress. They then were led in the definition of their own goals and measures, starting from only a simple framework for a scorecard (see Appendix Figure A.1). The resulting participatory scorecard was thus distinct in each school in which it was used.

In spite of the loss of cross-school comparability, we hypothesized that the participatory scorecard might outperform the standard scorecard for one of two reasons. First, if problems facing schools even in similar locations are very different, such a ‘bespoke’ scorecard might better capture the informational needs of a particular school. Second, the act of defining goals and targets—the participatory design exercise itself—might facilitate the coordination of “expectations and actions”.

There are many ways in which coordination problems might impede the progress of the school. The act of providing information and accountability itself has an element of coordination among SMC members. Evidence from elsewhere suggests that such coordination problems may be important: Banerjee and coauthors attribute the relative success of an intervention that provided training to volunteers in the provision of remedial education classes, when compared with a pure informational intervention, as arising from the fact that the training encouraged ‘small-group action’ that more easily overcame coordination problems (Banerjee, Banerji and Duflo 2008). Alternatively, coordination between teachers and parents may be important—efforts by each group to improve pupils’ learning outcomes may be strategic complements.

3 Experimental design and data

We examine the impacts of these treatments in 100 rural primary schools. Four districts—Apac, Hoima, Iganga, and Kiboga—were chosen, spanning the regions of Uganda and capturing a range of the problems of poor-

\footnote{Björkman and Svensson (2010) emphasize this coordination problem as a factor explaining heterogeneous response to their intervention in health clinics in Uganda.}
performing districts. Schools were drawn from rural sub-counties only. For participation in the study, five sub-counties were chosen in each district, and five schools were chosen from within each sub-county. By sampling schools with probabilities proportional to size, we provide estimates that are representative of the school-going population in these areas.

Within this study population, schools were randomly allocated to treatments in order to evaluate program impacts. A total of 30 schools were assigned to each of the standard and participatory treatment arms, with the remaining 40 serving as a control group. This was done using a stratified random assignment, with sub-counties used as strata to balance the competing aims of comparability within strata and concerns over potential for contamination across study arms. Of five study schools per sub-county, two were assigned to control, and the remaining three schools were divided between the two treatments. Consequently, each district contains either seven or eight schools of each treatment type.

Data for the project were collected at three points in time. First, baseline data were collected in July of 2008. These included the administration of National Assessment of Progress in Education (NAPE) exams by Uganda National Examinations Bureau personnel to a representative sample of 20 pupils each in Primary 3 and Primary 6. In addition, a school-level questionnaire collected basic administrative data, and individual-level questionnaires were administered to a representative sample of 5 teachers, 5 parents (selected from the parents of pupils sitting the P3 and P6 NAPE exams), and 5 SMC members, including the head teacher. Survey subjects also participated in a series of laboratory games, as documented by Barr and Zeitlin (2010, 2011).

School-level from the baseline are presented in Table 1. These are broken down by treatment arm. This provides a test that the randomization ‘worked’, in the sense that it balanced observable characteristics across treatments. We observe no statistically significant differences across treatments.

---

6It should be noted, however, that schools from Apac do not include many of the refugee-related issues that are pervasive farther north in the Northern Region. Ongoing work by Lehrer and coauthors (????) sheds light on educational constraints in such districts.

7The total number of units in a given district receiving each treatment was selected at random, subject to the total number of units across districts. Similarly, within a given district, subcounties were first assigned to receive either more of the standard or more of the participatory scorecard (randomly, subject to the district quota), and then the randomization was conducted within that block.
### Table 1: School characteristics at baseline, by treatment assignment

<table>
<thead>
<tr>
<th></th>
<th>Control</th>
<th>Standard</th>
<th>Participatory</th>
<th>S-C</th>
<th>P-C</th>
</tr>
</thead>
<tbody>
<tr>
<td>school size (pupils)</td>
<td>578.24</td>
<td>551.37</td>
<td>613.53</td>
<td>-26.87</td>
<td>35.29</td>
</tr>
<tr>
<td></td>
<td>( 334.30)</td>
<td>( 220.02)</td>
<td>( 299.22)</td>
<td>( 74.47)</td>
<td>( 72.29)</td>
</tr>
<tr>
<td>pupil-teacher ratio</td>
<td>56.76</td>
<td>63.40</td>
<td>65.71</td>
<td>6.64</td>
<td>8.95</td>
</tr>
<tr>
<td></td>
<td>( 24.97)</td>
<td>( 25.60)</td>
<td>( 25.40)</td>
<td>( 6.40)</td>
<td>( 6.27)</td>
</tr>
<tr>
<td>mean teacher absences</td>
<td>0.13</td>
<td>0.15</td>
<td>0.17</td>
<td>0.02</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>( 0.08)</td>
<td>( 0.11)</td>
<td>( 0.10)</td>
<td>( 0.02)</td>
<td>( 0.02)</td>
</tr>
<tr>
<td>PLE pct Div. 1</td>
<td>0.01</td>
<td>0.01</td>
<td>0.02</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>( 0.02)</td>
<td>( 0.02)</td>
<td>( 0.07)</td>
<td>( 0.01)</td>
<td>( 0.01)</td>
</tr>
<tr>
<td>PLE pct Div. 2</td>
<td>0.28</td>
<td>0.31</td>
<td>0.35</td>
<td>0.02</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>( 0.20)</td>
<td>( 0.20)</td>
<td>( 0.22)</td>
<td>( 0.06)</td>
<td>( 0.05)</td>
</tr>
<tr>
<td>PLE pct pass</td>
<td>0.70</td>
<td>0.74</td>
<td>0.75</td>
<td>0.04</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>( 0.17)</td>
<td>( 0.17)</td>
<td>( 0.17)</td>
<td>( 0.05)</td>
<td>( 0.05)</td>
</tr>
<tr>
<td>UNEB literacy z-score</td>
<td>0.10</td>
<td>-0.10</td>
<td>-0.04</td>
<td>-0.20</td>
<td>-0.14</td>
</tr>
<tr>
<td></td>
<td>( 1.10)</td>
<td>( 0.94)</td>
<td>( 0.93)</td>
<td>( 0.24)</td>
<td>( 0.24)</td>
</tr>
<tr>
<td>UNEB numeracy z-score</td>
<td>-0.00</td>
<td>0.02</td>
<td>-0.01</td>
<td>0.02</td>
<td>-0.01</td>
</tr>
<tr>
<td></td>
<td>( 0.99)</td>
<td>( 1.03)</td>
<td>( 1.01)</td>
<td>( 0.24)</td>
<td>( 0.24)</td>
</tr>
</tbody>
</table>

Notes: Columns (1)–(3) present means and standard deviations of variables, by treatment arm. Columns (4) and (5) present point estimates and standard errors for differences between standard scorecard and control and participatory scorecard and control, respectively. No such differences are significant at the 10% level or above. Teacher absences based on school records at baseline survey. Numeracy and literacy z-scores are school averages from standardized tests.
here. Perhaps more substantially, it is notable that performance levels in the study schools are generally quite low: on average, only 1 percent of pupils achieves the highest division (Division 1) on the Primary Leaving Exam (PLE), and between 25 and 30 percent of pupils who register for the PLE either fail it outright or do not complete the exam. Pupil-teacher ratios, while not out of line with national averages, are highly variable.

Second, ata on the process of the intervention were collected during the training of SMC members, in October 2009. These data included basic characteristics of participants in the exercise, as well as the outcome of a behavioral game played at the conclusion of the training. Subsequently, district education offices compiled results of the first two rounds of scorecard data for monitoring purposes. These monitoring data, which consist of scorecard marks in the case of the standard scorecard and questions designed in the case of the participatory scorecard, are described in the Section 4.

Third, follow-up data were collected in November 2010. The follow-up data included abbreviated versions of the school and individual survey instruments used at baseline. UNEB staff also conducted standardized testing of the tracked cohort of pupils who had sat the P3 exam at baseline in 2008. As of 2010 they were expected in principle to be enrolled in P5; however, in practice their grades varied. UNEB administered the P6 exams to these pupils (this was a practical necessity, since NAPE does not test pupils at P5 or other levels). Since we are interested in comparing learning outcomes across treatment arms and not in measuring their absolute levels, this is problematic only to the extent that the test is so difficult that many P5 pupils would be ‘bottom coded’, receiving zero scores on the P6 exam, or that the exam would otherwise be insensitive to variations in pupil learning gains at the P5 level. However, UNEB officials verified that there was a sufficient range of questions on the P6 exam that a P5 pupil would be able to answer, such that the instrument would still be sensitive to differences in learning outcomes at that level. And separately from the school visits on which testing and surveys were carried out, unannounced visits were undertaken to measure pupil and teacher absenteeism.

To provide a baseline for subsequent studies, fresh cohorts of P3 and P6 were also sampled and tested. The sample was expanded to encompass an additional 20 schools not visited at baseline for this same purpose.
4 Implementation

4.1 Timeline

The project was carried out between the 2008 and 2010 school years, with the interventions in place in schools from the third term of 2009 to the third term of 2010.

**July 2008** Baseline study

**September 2009** Training of Centre Coordinating Tutors (CCTs) and District Education Office Staff

**October 2009** Training of School Management Committees by CCTs. First scorecard implemented in third term of 2009.

**January - November 2010** Scorecard implementation continues each term. Total of three visits by CCTs to facilitate termly ‘consensus meetings’.

**November 2010** Follow-up survey and standardized testing

**November 2010** Unannounced visits to measure teacher and pupil attendance.

4.2 Scorecard contents

SMC members in schools allocated to the standard scorecard were provided with an opportunity to monitor progress and register their satisfaction across a range of thematic objectives and specific indicators, as illustrated in the scorecard design (Appendix Figure A.2).

The results of the subjective assessments of progress from scorecards collected in the first two terms are presented in Figure 1(a). These results seem to reflect a particular dissatisfaction with the state of joint involvement of the community and the school: the involvement of the community, the provision of school meals, and the improvement of school facilities are all rated among the worst areas and are all instances in which a substantial contribution is required from parents. By contrast, teachers—who it should be remembered are also contributing to these scores—appear to be regarded as relatively well prepared, with only mild problems of attendance and teaching methods.

---

9 See Section 2 for details.
Notes: Figure (a) gives the mean response across schools to each of the subjective assessments of thematic questions (from 1=“Very unsatisfactory” to 5=“Very good”). Figure (b) shows the percentage of schools assigned to the participatory scorecard treatment which elected to monitor an indicator of each issue. Administrative data available for all shared scorecard schools and for 26 of 30 schools in participatory treatment arm.
SMC members in schools assigned to the Participatory Scorecard were tasked with selecting issues of concern to be considered in the scorecard exercise, and to consider specific indicators of progress along these dimensions. To do so, they were presented with a simple, blank format for a scorecard, as illustrated in Appendix Figure A.1. As part of the monitoring of the project, these scorecards were collected from 24 of the 30 schools in this treatment arm. These schools decided on an average of 5.75 issues each on their scorecards. The issues monitored by each school are summarized in Figure 1(b), which displays the fraction of schools including a given topic on their scorecard.

Three features of the qualitative choices of the participatory scorecard are striking.

First, it is evident that the voices of teachers are well reflected in the participatory scorecards. Teachers are represented on the SMC and consequently in the process of designing the scorecards. Teachers’ concerns are reflected not only in the issue of staff housing, but also in the emphasis placed on holding parents accountable for supporting student learning. Given the clear emphasis on teachers’ concerns, it is notable that teacher salaries are rarely mentioned, although this may result from the perception that these are beyond the community’s control.

Second, explicit discussion of teacher absenteeism was limited, but the root causes of absenteeism are widely mentioned in participatory scorecards. While teacher absences and latecoming are monitored in only 17 percent of schools, the lack of staff housing in such remote schools is typically cited as the dominant cause of this problem, and this is the most frequently included issue. This emphasis at addressing root causes of absenteeism may reflect the project leaders’ emphasis on the importance of constructive framing—as opposed to ‘pointing fingers’—in the design of the participatory scorecard.

Third, both the standard and participatory scorecards reflect substantial concern over the ability of the school to finance running costs. This is reflected both in concerns over revenues (a topic that included the timely receipt of UPE funds, among other issues), as well as the provision of school lunches and the adequacy of facilities, salaries, and instructional materials.

Taken together, the participatory scorecards reflect a somewhat different interpretation of the problems facing rural primary schools than that
which is typical of the economics literature. While there is evidence that
teacher absences are considered a serious part of the problem, the scorecard
content seems to reflect a view that teachers face substantial barriers to
performing their duties. The most effective means to improving the quality
of education may lie in mitigating these barriers, rather than in providing
teachers with high-powered incentives and expecting them to resolve these
issues themselves.\textsuperscript{10} To foreshadow the results discussed in Section 5, it is
possible that the relative effectiveness of the Participatory Scorecard stems
from its success in coordinating the efforts of school stakeholders to address
these obstacles.

5 Results

In this section we report the main results of the project—the impacts of
the Standard and Participatory Scorecards on pupils, teachers, and man-
agement. A consistent pattern emerges from these findings. Across a range
of outcomes of interest, the participatory scorecard has substantial posi-
tive and statistically significant effects. Impacts of the standard scorecard
are smaller, and consequently more difficult to distinguish statistically from
zero in a small-scale experiment such as this. The picture that emerges from
these results is one in which the participatory approach leads to higher ef-
fort levels from both the providers and clients of the schools, and improved
learning outcomes result.

5.1 Pupils

To estimate program impacts on pupils, we focus on the cohort of pupils
who were sampled to take the Primary 3 (P3) exam as part of the baseline
survey. These pupils should in principle have been enrolled in P5 at the
time of the follow-up survey, although, as we will show below, prevalent
grade repetition means that this is often not the case. Given the two-year
interval between baseline and follow-up, pupils who were in P6 during the
baseline survey had graduated by the time of the follow-up survey. Use of
this panel of pupils who were tracked from P3 allows greater robustness and

\textsuperscript{10}This is consistent with the findings from the baseline laboratory experiments, which
showed that—in an environment of low-powered incentives—teachers’ intrinsic motivation
is an important factor explaining their performance (Barr and Zeitlin 2010).
statistical precision through the use of a difference-in-differences empirical specification, as explained below.

5.1.1 Impacts on learning

We measure learning outcomes using NAPE exams for literacy and numeracy. The tracked cohort of pupils undertook the P3 exam in 2008 and the P6 exam in 2010. To evaluate learning impacts, we first convert the raw exam scores into z-scores, normalizing the scores to ensure that the scores have a mean of zero and a variance of one within the control group in each year. This ensures comparability across years, since the P3 and P6 exams are marked on different scales and differ in difficulty from year to year.

An indication of the impact of treatment on learning outcomes can be seen from Figure 2. This figure displays the cumulative distribution of the z-scores in the follow-up tests, pooling numeracy and literacy scores, and grouping pupils by their treatment status. The distribution of scores under the participatory treatment in particular appears to be shifted to the right, reflecting the treatment effect on the middle of the distribution.

Formally, we test for learning impacts of the two interventions by estimating the following basic specification for the z-score of pupil $i$ in subject $j$ and school $k$ at time $t = 0, 1$:

$$z_{ijkt} = \beta_0 + \beta_t t + \beta_P P_s + \beta_S S_s + \tau_P P_s t + \tau_S S_s t + \varepsilon_{ijkt}$$  \hspace{1cm} (1)$$

where $P_s, S_s$ are dummy variables taking a value of one if school $s$ is in the participatory scorecard or standard scorecard groups, respectively. In this specification, the estimated treatment effect can be read off from the coefficients, $\tau_P, \tau_S$, on the interaction between the treatment assignment and the indicator for the follow-up exam (time $t = 1$). The coefficients $\beta_P, \beta_S$ capture any differences in average test scores across treatment arms in the baseline, prior to treatment.

Table 2 presents estimates of equation (1), under alternative approaches to the error term $\varepsilon_{ijkt}$. In columns (1) and (2), we estimate a pooled OLS model, with column (2) adding controls for pupil characteristics. These specifications yield an estimated impact of the participatory scorecard of 0.19 and 0.22 standard deviations, which are statistically significant at the 10 and 5 percent levels, respectively. Estimated impacts of the standard scorecard
Figure 2: Distribution of z-scores at follow-up, by treatment arm

Notes: Figure displays the cumulative distribution of z-scores among the tracked panel of pupils, using follow-up data only. Literacy and numeracy scores are pooled. The estimated coefficients on the assignment to participatory and standard score-cards (\( \beta_p, \beta_s \)) are small in magnitude and statistically insignificant, allowing us to accept the hypothesis that the randomization effectively balanced these characteristics across treatment arms, leaving no pre-treatment differences between schools assigned to these programs and schools assigned to the control group.
the estimated impact of approximately 0.2 standard deviations would raise the median pupil 8 percentage points.

5.1.2 Impacts on enrollment and progression

We are interested in impacts of program assignment on the likelihood that the sampled P3 pupils at baseline remain in school at follow-up for two reasons. First, continued enrollment (and the successful progression of pupils through the classes) is a policy objective per se. Drop-out rates are strikingly high in this context. Among the representative sample of pupils who sat the P3 exam at baseline in control schools (i.e., in the absence of any policy intervention), only 63 percent remain enrolled in the same school at the follow-up study two years later.\footnote{There are some apparent inconsistencies in the enrollment data provided by head teachers, as some of the pupils reportedly no longer enrolled did in fact participate in the follow-up exam. We report statistics treating such pupils as enrolled. This changes the enrollment rate in the control schools from 61 percent to 63 percent. It does not affect the substantive conclusions of this section.}

Second, if the interventions considered in the present experiment affect

Table 2: Program impacts on pupil learning outcomes

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pooled</td>
<td>Controls</td>
<td>Pupil FE</td>
<td>Pupil-exam FE</td>
</tr>
<tr>
<td>standard treatment × follow-up</td>
<td>0.0820</td>
<td>0.106</td>
<td>0.0786</td>
<td>0.0800</td>
</tr>
<tr>
<td></td>
<td>(0.10)</td>
<td>(0.12)</td>
<td>(0.10)</td>
<td>(0.10)</td>
</tr>
<tr>
<td>participatory treatment × follow-up</td>
<td>0.191*</td>
<td>0.220**</td>
<td>0.190*</td>
<td>0.192*</td>
</tr>
<tr>
<td></td>
<td>(0.10)</td>
<td>(0.11)</td>
<td>(0.10)</td>
<td>(0.10)</td>
</tr>
<tr>
<td>standard treatment</td>
<td>0.0259</td>
<td>0.00374</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.11)</td>
<td>(0.13)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>participatory treatment</td>
<td>-0.0860</td>
<td>-0.114</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.13)</td>
<td>(0.16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>follow-up</td>
<td>0.529**</td>
<td>0.230</td>
<td>0.340*</td>
<td>-0.191</td>
</tr>
<tr>
<td></td>
<td>(0.22)</td>
<td>(0.56)</td>
<td>(0.19)</td>
<td>(0.18)</td>
</tr>
<tr>
<td>numeracy</td>
<td>0.0765**</td>
<td>0.0809**</td>
<td>0.0755**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.03)</td>
<td>(0.03)</td>
<td>(0.03)</td>
<td></td>
</tr>
<tr>
<td>Obs.</td>
<td>3512</td>
<td>3076</td>
<td>3512</td>
<td>3512</td>
</tr>
<tr>
<td>p-value</td>
<td>0.339</td>
<td>0.371</td>
<td>0.328</td>
<td>0.326</td>
</tr>
</tbody>
</table>

Notes: Dependent variable is standardized test z-score. Math and literacy test results pooled. Standard errors clustered at school level for all estimates. All specifications include strata-year controls. Additional controls for age and gender in column (2). p-value derived from Wald test of hypothesis that effect of treatments are equal.
dropout rates, then this would affect interpretation of the estimated impacts on test scores among pupils observed both at baseline and follow-up, as presented in Table 2: for instance it is theoretically possible that the participatory scorecard appears to positively affect learning when instead it causes selective dropout of individuals with low learning gains over the study duration.

To test for impacts on enrollment, we estimate a linear probability model of the form

\[
\text{Pr}(y_{ikl} = 1) = \tau_S S_k + \tau_P P_k + \mu_l
\]

where for instance \(y_{ikl}\) is an indicator variable taking a value of one if the pupil \(i\) in school \(k\) and subcounty (strata) \(l\) is enrolled at follow-up, \(S_k, P_k\) are indicators for the standard and participatory treatments, and \(\mu_l\) is a strata-specific constant term (Bruhn and McKenzie 2009). Similarly, to analyze impacts on the class in which a pupil is enrolled, we regress class (taking values of 3 for pupils enrolled in Primary 3, 4 for pupils in Primary 4, etc.) on a set of treatment indicators and strata fixed effects.

Results for these outcomes are presented in Table 3. As reported in Column (1), we find no impact of either the standard or the participatory treatment on the probability of continued enrollment. This implies that although the participatory scorecard approach appears to have been successful in boosting performance, it was not effective in addressing the problem of primary completion rates. Similarly, column (3) shows that there is no detectable difference in rates of progression across the treatments considered in the study.

In column (2) of Table 3, we demonstrate that the likelihood of sitting the follow-up exam is unaffected by treatment assignment. This is helpful from an analytical point of view, as under further assumptions it suggests that selective attrition is not driving the apparent test-score impacts reported in Table 2. For example, the approach put forward by Lee (2002) and used in Kremer et al. (2009) to address selection collapses to ordinary least squares in the case where there is no selective attrition.

### 5.1.3 Impacts on attendance

Pupil attendance rates are valued both as a contributing factor to the learning outcomes already described, and as an outcome of policy interest in and
Table 3: Program impacts on enrollment, participation in follow-up test, and grade progression

<table>
<thead>
<tr>
<th></th>
<th>Enrolled (1)</th>
<th>Examined (2)</th>
<th>Class (3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>standard</td>
<td>-0.0388</td>
<td>0.0327</td>
<td>0.0106</td>
</tr>
<tr>
<td></td>
<td>(0.03)</td>
<td>(0.05)</td>
<td>(0.07)</td>
</tr>
<tr>
<td>participatory</td>
<td>0.0155</td>
<td>0.0426</td>
<td>0.0414</td>
</tr>
<tr>
<td></td>
<td>(0.02)</td>
<td>(0.04)</td>
<td>(0.07)</td>
</tr>
<tr>
<td>Obs.</td>
<td>1071</td>
<td>1071</td>
<td>976</td>
</tr>
<tr>
<td>p-value</td>
<td>0.128</td>
<td>0.843</td>
<td>0.679</td>
</tr>
</tbody>
</table>

Notes: All specifications include strata-specific constant terms (not shown). Standard errors clustered at school level. Sample in columns (1) and (2) is pupils who sat NAPE exam at baseline. Sample in column (3) is set of pupils who sat exam at baseline and are reported to be enrolled at follow-up.

of themselves. Over the long run, high attendance rates may contribute to a decrease in dropouts and improvements in grade progression.

In Table 4, we present impacts of the study interventions on pupil attendance. Estimated coefficients are from a linear probability model, with dependent variable equal to one if the pupil was present on the day of an unannounced visit to the school. In columns (1) through (3), we test impacts on the probability of presence without conditioning on enrollment at follow-up; columns (4) through (6) repeat this exercise on the subset of pupils enrolled at follow-up.

The estimated impact of the participatory treatment on attendance—ranging from 8 to 10 percent across specifications—is economically substantial and statistically significant. This estimate is qualitatively unaffected by restricting the sample to those pupils who are enrolled at follow-up. By contrast, the estimated effect of the standard treatment is smaller and less precisely estimated. We are able to reject the hypothesis that these two treatments have the same effect in all but one of the specifications. In spite of the fact that female pupils are significantly more likely to attend school than boys, and that attendance at follow-up is strongly correlated with test scores at baseline, we find no evidence of heterogeneity in impacts along either of these dimensions.

The estimates described above paint a similar picture to the observed program effects on test scores. The effect of the participatory treatment on
Table 4: Pupil presence

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>standard</td>
<td>-0.00235</td>
<td>0.00122</td>
<td>0.00741</td>
<td>0.0462</td>
<td>0.00669</td>
<td>0.0144</td>
</tr>
<tr>
<td></td>
<td>(0.05)</td>
<td>(0.04)</td>
<td>(0.05)</td>
<td>(0.05)</td>
<td>(0.05)</td>
<td>(0.05)</td>
</tr>
<tr>
<td>participatory</td>
<td>0.0809*</td>
<td>0.0982**</td>
<td>0.100**</td>
<td>0.0896*</td>
<td>0.0973**</td>
<td>0.0992**</td>
</tr>
<tr>
<td></td>
<td>(0.05)</td>
<td>(0.05)</td>
<td>(0.05)</td>
<td>(0.05)</td>
<td>(0.05)</td>
<td>(0.05)</td>
</tr>
<tr>
<td>female</td>
<td>0.0919***</td>
<td>0.0809**</td>
<td>0.0961***</td>
<td>0.0796*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.03)</td>
<td>(0.04)</td>
<td>(0.03)</td>
<td>(0.04)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>age</td>
<td>-0.0170</td>
<td>-0.0231</td>
<td>-0.0167</td>
<td>-0.0234</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.02)</td>
<td>(0.01)</td>
<td>(0.02)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>baseline mean z-score</td>
<td>0.0650***</td>
<td>0.0844***</td>
<td>0.0666***</td>
<td>0.0857***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.02)</td>
<td>(0.03)</td>
<td>(0.02)</td>
<td>(0.03)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>standard × female</td>
<td>0.00611</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.09)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>participatory × female</td>
<td>0.0249</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>standard × age</td>
<td>0.0160</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.03)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>participatory × age</td>
<td>0.00734</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.02)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>standard × baseline mean z-score</td>
<td>-0.0552</td>
<td>-0.0569</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.04)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>participatory × baseline mean z-score</td>
<td>-0.0178</td>
<td>-0.0167</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.04)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obs</td>
<td>1001</td>
<td>801</td>
<td>801</td>
<td>936</td>
<td>780</td>
<td>780</td>
</tr>
</tbody>
</table>

Notes: Linear probability model. Dependent variable equals 1 if pupil was present in class during unannounced visit to school. Columns (1)–(3) present results for all pupils in P3 at baseline, while columns (4)–(6) present results for the subset of pupils who were enrolled at follow-up. *p-values presented for Wald tests of the hypotheses that (H1) standard and participatory treatments have same impact; (H2) impact of standard treatment is homogenous across observed pupil characteristics; and (H3) impact of participatory treatment is homogeneous across observed characteristics.
attendance is substantially larger than the standard treatment, and this difference is statistically significant. Whether the increase in pupil attendance is a rational response on the part of parents to increases in teacher attendance, or whether this reflects the community’s direct response to criticism of parental involvement in the scorecard exercise, will be revisited in light of impacts on teachers discussed below.

5.2 Teachers

It is typically believed that information-for-accountability interventions operate through communities’ ability to use this information hold service providers to account, possibly through the use of rewards or punishments outside of formal contracts. Alternatively, teachers may increase their effort levels under such interventions because and to the extent that the participatory nature of the intervention allows them to coordinate actions with community members—particularly important when the efforts of each group are complementary.

In this section, we test for impacts of the intervention on three outcome measures of intermediate interest: the probability that teachers are retained from baseline to follow-up; the probability that employed teachers are present in school on a given day; and the probability that present teachers are actually teaching at a given time. The results are presented in Table 5.

Program effects on teacher retention should be seen against a backdrop of dramatic turnover in employment among teachers. Of teachers in our control schools who were employed at baseline, 36 percent are no longer employed by the school a mere two years later. Teaching vacancies can take time to fill—especially for more senior positions. Thus while increased probabilities of firing of malfeasant teachers is typically seen as evidence of improved accountability, this need not be the case: SMC members may not want to fire even underperforming teachers, for lack of an alternative. Moreover, even when SMCs are willing to fire underperforming teachers, those same teachers may improve their effort in response to this threat, so that no equilibrium increase in firing rates is observed.

Results on teacher retention appear reflect this ambiguity. We observe no statistically significant effect of either treatment, relative to control, on the probability that a teacher employed at baseline remains with the school.
Table 5: Program impacts on teacher retention, presence, and activities

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>standard scorecard</td>
<td>0.0431</td>
<td>0.0540</td>
<td>0.0516</td>
<td>0.0894</td>
<td>0.0920</td>
<td>0.116**</td>
<td>-0.113</td>
<td>-0.102</td>
<td>-0.0743</td>
</tr>
<tr>
<td></td>
<td>(0.03)</td>
<td>(0.03)</td>
<td>(0.03)</td>
<td>(0.06)</td>
<td>(0.06)</td>
<td>(0.06)</td>
<td>(0.08)</td>
<td>(0.08)</td>
<td>(0.08)</td>
</tr>
<tr>
<td>participatory scorecard</td>
<td>-0.0543</td>
<td>-0.0451</td>
<td>-0.0460</td>
<td>0.132**</td>
<td>0.129**</td>
<td>0.119**</td>
<td>-0.0860</td>
<td>-0.0782</td>
<td>-0.0804</td>
</tr>
<tr>
<td></td>
<td>(0.04)</td>
<td>(0.03)</td>
<td>(0.04)</td>
<td>(0.06)</td>
<td>(0.06)</td>
<td>(0.06)</td>
<td>(0.07)</td>
<td>(0.07)</td>
<td>(0.08)</td>
</tr>
<tr>
<td>baseline absence rate</td>
<td>-0.392***</td>
<td>-0.315**</td>
<td>-0.258*</td>
<td>-0.0261</td>
<td>-0.225</td>
<td>-0.206</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.08)</td>
<td>(0.13)</td>
<td>(0.15)</td>
<td>(0.22)</td>
<td>(0.17)</td>
<td>(0.28)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>yrs worked at school</td>
<td>0.00717*</td>
<td>0.0118*</td>
<td>0.0114*</td>
<td>-0.00115</td>
<td>0.00135</td>
<td>-0.00524</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.00)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.01)</td>
<td>(0.02)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>log baseline salary</td>
<td>-0.0132</td>
<td>-0.0121</td>
<td>-0.0164</td>
<td>0.00627</td>
<td>0.0259</td>
<td>0.0421</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.03)</td>
<td>(0.02)</td>
<td>(0.04)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>standard × baseline abs.</td>
<td>-0.140</td>
<td>-0.360</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.19)</td>
<td>(0.31)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>participatory × abs.</td>
<td>-0.113</td>
<td>-0.488</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.22)</td>
<td>(0.31)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>standard × yrs worked</td>
<td>-0.0118</td>
<td>0.0143</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.02)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>participatory × yrs</td>
<td>-0.00402</td>
<td>0.0334***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.02)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>standard × log salary</td>
<td>0.00910</td>
<td>-0.321**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.03)</td>
<td>(0.15)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>participatory × log</td>
<td>-0.00263</td>
<td>-0.0417</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.02)</td>
<td>(0.04)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obs</td>
<td>948</td>
<td>889</td>
<td>889</td>
<td>564</td>
<td>534</td>
<td>534</td>
<td>326</td>
<td>311</td>
<td>311</td>
</tr>
<tr>
<td>$H_1$: p-value</td>
<td>0.00927</td>
<td>0.00614</td>
<td>0.111</td>
<td>0.512</td>
<td>0.565</td>
<td>0.131</td>
<td>0.758</td>
<td>0.796</td>
<td>0.922</td>
</tr>
<tr>
<td>$H_2$: p-value</td>
<td>0.518</td>
<td>0.0794</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_3$: p-value</td>
<td>0.922</td>
<td>0.0253</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: Linear probability model. Strata controls included in all specifications. Dependent variable in columns (1)–(3) is indicator that teacher is still employed at endline; sample is all teachers employed at baseline. Dependent variable in columns (4)–(6) is indicator that teacher is present during unannounced visit; sample is all teachers employed at baseline and endline. Dependent variable in columns (7)–(9) is indicator that teacher is teaching at time of unannounced visit arrival; sample is all teachers employed at baseline and endline and present at unannounced visit. Wald test $p$-values presented for test of hypotheses that ($H_1$) coefficients on standard and participatory treatments (and interactions where appropriate) are equal; ($H_2$) impact of standard treatment is homogenous across observed pupil characteristics; and ($H_3$) impact of participatory treatment is homogeneous across observed characteristics.
two years later.\textsuperscript{13}

By contrast, estimated effects on the probability that the still-employed teachers are present at the school on the day of an unannounced visit shows a substantial and statistically significant effect of the participatory scorecard in particular. Teachers assigned to the participatory treatment are 13 percentage points more likely to be present in school on a randomly chosen day. This is a substantial gain, even when measured against the widespread absenteeism late in the school year: in control schools, only 51 percent of teachers who were employed at both baseline and endline are present on the day of the unannounced visit.\textsuperscript{14} Estimated effects of the standard treatment are lower, at approximately 9 percentage points. This estimated effect cannot be distinguished statistically from either zero or from the participatory treatment.

We find some evidence that the effects of both the standard and participatory treatments on teacher presence are heterogeneous across observed characteristics of teachers.\textsuperscript{15} The effects of the participatory treatment are particularly strong for more senior teachers: for each year of experience above the mean, the effect of the participatory treatment on teacher attendance increases by an additional three percent. We also find that the standard treatment is relatively \textit{ineffective} among teachers with high salaries. A one standard deviation increase in log salary is associated with a decrease in the impact of the effect of the standard treatment by 46 percent—more than fully offsetting its effect.

Finally, we find no effect of either intervention on the probability that a teacher present in school is found to be actually teaching at the time of the unannounced visit. These visits typically occurred near the outset of the school day, at when 76 percent of teachers were found to be teaching

\textsuperscript{13}Because the point estimates have opposite signs, we \textit{are} able to reject the hypothesis that the two treatments have the same effect, however. For reasons described above, interpretation of this result as a comparison in the relative effects on accountability is theoretically ambiguous.

\textsuperscript{14}It should be noted that unannounced visits were conducted late in November, when absences are reported to become more frequent in advance of the PLE testing period. Consequently, this rate of teacher absence in control schools should not be taken as representative of the school year in general. However, the experimental results do show that this rate of absence is not an inevitable feature of that part of the school year.

\textsuperscript{15}For each treatment, taken on its own, we are able to reject the hypothesis that the treatment effect is homogeneous across observed teacher characteristics at the 10 percent confidence level or better.
in control schools. We also find no effect on the probability that a given teacher present in school has prepared a lesson plan for that day (results not shown).

To summarize, we find no effect of either treatment on teacher retention or on the activities of teachers found in school. However, we find substantial, positive impacts of the participatory treatment in particular on teacher presence. The participatory intervention seems to outperform the standard scorecard among more experienced and better paid teaching staff.

5.3 Management

Thus far we have shown impacts of the participatory scorecard in particular on learning outcomes, and on teacher and pupil presence in schools. These final and intermediate outcomes may be brought about by changes in SMC and PTA behavior in turn. To investigate this, we test for impacts of each treatment on two types of outcome: the conduct of SMC and PTA meetings, and the financial and in-kind contributions of parents to address school needs.

In Table 6 we estimate impacts on the frequency of and attendance at PTA and SMC meetings. To do so we use a difference-in-difference equation of the form in equation (1), where the unit of analysis is now the school-year and the outcome variables are defined appropriately. We find no significant effects of either program on any of these outcomes, either comparing them against the control schools or comparing them against one another.

Finally, we use a similar specification to test for impacts on community contributions and projects in the school. Given the attention paid to issues of staff housing, especially in the participatory scorecard, one might expect to see the initiation of new projects along these lines. As shown in Table 7, we are unable to detect any impact on community contributions to infrastructure projects in the school.
<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>standard × follow-up</strong></td>
<td>0.0155</td>
<td>-0.387</td>
<td>-0.0417</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.53)</td>
<td>(0.38)</td>
<td>(0.08)</td>
<td></td>
</tr>
<tr>
<td><strong>participatory × follow-up</strong></td>
<td>0.710</td>
<td>-0.00892</td>
<td>-0.107</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.52)</td>
<td>(0.37)</td>
<td>(0.08)</td>
<td></td>
</tr>
<tr>
<td>Obs</td>
<td>190</td>
<td>187</td>
<td>191</td>
<td>192</td>
</tr>
</tbody>
</table>

Notes: Dependent variable in columns (1) and (3) is absolute number of meetings held in past year. Dependent variable in column (2) is number of parents attending most recent PTA meeting; dependent variable in column (4) is fraction of SMC members attending most recent SMC meeting. Strata indicators included in all specifications. Wald p-value presented for test of hypothesis that treatment effects are equal, $\tau_{S} = \tau_{P}$. 

$p$-value
Table 7: Program impacts on community contributions

<table>
<thead>
<tr>
<th></th>
<th>(1) anyprojects</th>
<th>(2) lnsmcvalue</th>
<th>(3) teachany</th>
<th>(4) ln-teachspend</th>
<th>(5) classany</th>
<th>(6) ln-classspend</th>
</tr>
</thead>
<tbody>
<tr>
<td>standard × follow-up</td>
<td>-0.0858</td>
<td>1.838</td>
<td>0.0530</td>
<td>1.130</td>
<td>0.0912</td>
<td>1.400</td>
</tr>
<tr>
<td></td>
<td>(0.17)</td>
<td>(2.10)</td>
<td>(0.10)</td>
<td>(1.44)</td>
<td>(0.08)</td>
<td>(1.17)</td>
</tr>
<tr>
<td>participatory × follow-up</td>
<td>0.0277</td>
<td>-0.0737</td>
<td>-0.0559</td>
<td>-0.885</td>
<td>0.0926</td>
<td>1.338</td>
</tr>
<tr>
<td></td>
<td>(0.16)</td>
<td>(2.12)</td>
<td>(0.11)</td>
<td>(1.45)</td>
<td>(0.08)</td>
<td>(1.19)</td>
</tr>
<tr>
<td>follow-up</td>
<td>-0.194*</td>
<td>1.143</td>
<td>0.0471</td>
<td>0.382</td>
<td>-0.0591</td>
<td>-0.870</td>
</tr>
<tr>
<td></td>
<td>(0.11)</td>
<td>(1.42)</td>
<td>(0.07)</td>
<td>(0.98)</td>
<td>(0.06)</td>
<td>(0.80)</td>
</tr>
<tr>
<td>standard</td>
<td>0.0339</td>
<td>-2.082</td>
<td>0.00160</td>
<td>-0.134</td>
<td>-0.109</td>
<td>-1.577</td>
</tr>
<tr>
<td></td>
<td>(0.12)</td>
<td>(1.73)</td>
<td>(0.09)</td>
<td>(1.19)</td>
<td>(0.07)</td>
<td>(0.97)</td>
</tr>
<tr>
<td>participatory</td>
<td>-0.00907</td>
<td>-1.140</td>
<td>0.00131</td>
<td>-0.152</td>
<td>-0.108</td>
<td>-1.525</td>
</tr>
<tr>
<td></td>
<td>(0.12)</td>
<td>(1.75)</td>
<td>(0.09)</td>
<td>(1.20)</td>
<td>(0.07)</td>
<td>(0.98)</td>
</tr>
<tr>
<td>Obs</td>
<td>196</td>
<td>152</td>
<td>152</td>
<td>152</td>
<td>152</td>
<td>152</td>
</tr>
</tbody>
</table>

Notes: Dependent variable, by column, is (1) 1[any infrastructure projects]; (2) ln(total value community contributions+1); (3) 1[any contribution to teacher accommodation]; (4) ln(value contribution to teacher accommodation+1); (5) 1[any contribution to classroom construction or upgrading]; (6) ln(value contribution to classrooms+1). Strata indicators included in all specifications. Wald p-value presented for test of hypothesis that treatment effects are equal, $\tau_S = \tau_P$. 
6 Conclusions and policy recommendations

This experiment has tested two variants on a ‘scorecard’ information-for-accountability intervention (Bruns et al. 2011): a standard and a participatory approach, where the latter allowed School Management Committee members to design school scorecards themselves.

Across a range of outcomes—pupil test scores, pupil presence, and teacher presence—we see a consistent story. The participatory design has substantial and statistically significant effects, while the standard approach is estimated to have smaller effects, and these effects are statistically significant. Although the small sample size of our pilot experiment has limited power, in a few cases (such as pupil presence, with controls for baseline characteristics) the differences between the two treatments are statistically significant. Coupled with the remarkably consistent pattern across outcomes, this gives reason to believe that the participatory approach has not only has positive impacts, but may also outperform a standard design for such interventions.

There are at least two reasons why this may be the case. It is possible that the participatory design allowed information collected to be better tailored to the needs and preferences of school management. Alternatively, the participatory design may provide an opportunity to coordinate “expectations and actions” (Björkman and Svensson 2010) of both teachers and parents.

We favor the second interpretation, for two reasons. First, if the participatory approach performed better because of heterogeneity in informational needs, we would expect to see impacts in particular on intermediate activities—such as school construction—that receive a relatively large share of attention in the participatory scorecard. Instead we find no evidence of increases in expenditure on staff housing or classroom infrastructure under the participatory approach, even though these are the most frequently raised issues in participatory scorecards. Second, under the informational explanation we would not expect the participatory scorecard to outperform the standard scorecard on indicators such as teacher presence that are if anything better measured under the standard approach, but in fact we do. Taken together, these findings provide suggestive evidence that the key feature of the participatory approach was that it better engaged the entire community in a process of discussing school goals, constraints, and progress.
These results have immediate implications for education policy in Uganda and similar contexts. Where accountability is low, and where test-based incentives may be expensive, information-for-accountability interventions provide a cost-effective alternative. The participatory scorecard approach evaluated in this project has strong effects at relatively little cost. More generally in the design of accountability programs, these results suggest that participatory engagement of the community—including the delegation of some authority over monitoring activities—may be essential to success.
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Appendix A  Scorecard format

Figure A.1: Participatory design scorecard

<table>
<thead>
<tr>
<th>Issue no.</th>
<th>Indicator</th>
<th>Symbol</th>
<th>Score</th>
<th>Reason</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
1. Very unsatisfactory

The maintenance and upkeep of school facilities? Y / N

2. Unsatisfactory

Are classrooms well maintained? Y / N

Y / N

Are other learning aids since the end of last term? Y / N

Y / N

Has the school acquired any textbooks or other teaching and learning materials?

Y / N

SMILEY SCALE

4. Good / Just OK

Other Comments

Y / N

Drill and Practice
Monitoring
Seatwork
Managing
Students
Resting
Projects

Security and Discipline

How satisfactory are steps taken in school to protect pupils’ security?

Y / N

How satisfactory are disciplinary methods in school?

Y / N

Violence against girls?

Since the end of last term, has the school had any incidents of violence against girls?

Y / N

Bullying?

How satisfactory is progress in the assessment of homework?

Y / N

Assessment.

How satisfactory is progress in the provision of textbooks for student meals?

Y / N

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are steps taken in school to protect pupils’ security?

Y / N

How satisfactory are disciplinary methods in school?

Y / N

Corporal punishment?

Suspension?

How satisfactory are student meals?

How satisfactory are steps taken in school to protect pupils’ security?

Y / N

How satisfactory are disciplinary methods in school?

Y / N

Reading aloud?

Explanation or Discussion

How satisfactory is progress in student involvement?

Y / N

How satisfactory is progress in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are student meals?

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are student meals?

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are student meals?

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are student meals?

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are student meals?

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are student meals?

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are student meals?

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are student meals?

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are student meals?

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are student meals?

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are student meals?

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are student meals?

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are student meals?

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are student meals?

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are student meals?

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are student meals?

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are student meals?

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are student meals?

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are student meals?

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are student meals?

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are student meals?

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are student meals?

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are student meals?

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are student meals?

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?

Y / N

The following teaching activities/methods did you observe?

Y / N

How satisfactory are student meals?

How satisfactory is progress in community involvement?

Y / N

How well prepared do teachers do in the following teaching activities/methods did you observe?